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ABSTRACT

In education, multiple-choice questions are widely used in exams. Hard copies of multiple-choice
questions are usually used to prepare students for exams. However, when hard-copy questions are
intended to be used in electronic environments, difficulties are experienced because editing cannot
be done, and statistical and mathematical operations cannot be performed with hard-copy
questions. This study uses object detection methods to transfer hard-copy multiple-choice
questions to digital media. Within the scope of the study, a new approach is presented to determine
the locations of multiple-choice questions and convert them to text using the YOLOv7 algorithm.
There are 16 different class labels, such as question stem, question number, and question options,
in the proposed YOLO model. During the data preprocessing phase, 1,140 images were manually
labeled using the Roboflow image data labeling system, resulting in the creation of a unique dataset.
As a result of model training, it was seen that the model classified approximately 94% of the
questions correctly. The data detected with the developed model was converted to XML format
using the algorithms of the YOLOv7 library. Educational institutions can use this approach to
extract data and understand visual information.

Nesne Tespit Yontemlerini Kullanarak Basili Coktan
Se¢meli Sorularin Dijitallestirilmesi: YOLOv7 Tabanlh
Bir Yaklasim

0z

Egitimde, ¢oktan se¢meli sorular sinavlarda yaygin olarak kullanilmaktadir. Coktan se¢meli
sorularin basili kopyalar1 genellikle 6grencileri sinavlara hazirlamak i¢in kullanilir. Ancak, basil
kopya sorularin elektronik ortamlarda kullanilmak istendiginde, diizenleme yapilamadig1 ve
istatistiksel ve matematiksel islemler gerceklestirilemedigi i¢in zorluklar yasanmaktadir. Bu
calisma, basili ¢oktan se¢meli sorulari dijital ortama aktarmak i¢in nesne tespit yontemlerini
kullanmaktadir. Calisma kapsaminda, YOLOv7 algoritmasini kullanarak ¢oktan se¢meli sorularin
konumlarini belirlemek ve metne déniistiirmek icin yeni bir yaklasim sunulmaktadir. Onerilen
YOLO modelinde sorunun gévdesi, soru numarasi ve soru se¢enekleri gibi 16 farkh sinif etiketi
bulunmaktadir. Veri 6n isleme asamasinda, Roboflow goriintii veri etiketleme sistemi kullanilarak
1.140 goriintii manuel olarak etiketlenmis ve boylece benzersiz bir veri seti olusturulmustur. Model
egitimi sonucunda, modelin sorularin yaklasik %94'inii dogru smiflandirdigl gorilmistiir.
Gelistirilen model ile tespit edilen veriler, YOLOvV7 kiitiiphanesinin algoritmalar: kullanilarak XML
formatina dontstirilmistiir. Egitim kurumlari, bu yaklasimi veri ¢ikarmak ve gorsel bilgiyi
anlamak i¢in kullanabilirler.
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1. Introduction

Hard-copy multiple-choice questions are widely used in education to measure students' knowledge
levels. These questions are essential for evaluating student achievements and the effectiveness of
educational institutions' curricula. However, such tests, traditionally prepared with hard copies, are
time-consuming and costly. Manual writing, reviewing, and categorizing questions increases the
process's complexity. With the development of technology, the need to digitize hard-copy printed
materials and use them in electronic environments has emerged. Digitizing and processing hard copies
brings with it specific difficulties. For this reason, artificial intelligence technologies are increasingly
being used to optimize and improve these processes. In this study, technologies that can be used for
digitizing printed multiple-choice test questions were examined. YOLOv7, an advanced object detection
algorithm, was used to digitize multiple-choice test questions. This algorithm stands out because it
identifies and classifies different multiple-choice question patterns. In exams with printed multiple-
choice questions, it is generally impossible to perform detailed analyses. However, object detection
methods can provide an essential solution in digitizing and processing these questions. This study aims
to digitize and classify hard-copy multiple-choice questions using the YOLOv7 algorithm.

The model developed within the scope of the study aims to make test preparation and evaluation
processes more efficient for educational institutions and educators. In the rest of the article, the
working principles, areas of use, experimental results, and obtained findings of the YOLOv7 algorithm
are explained in detail. The study aims to develop a new approach to digitizing traditional printed
multiple-choice questions with object detection methods from artificial intelligence techniques. In this
context, the proposed YOLO model can recognize different classes, such as question stem, question
number, and question options. The data set obtained for training the model was created with the
manual labeling method and trained using GeForce GTX TITAN X GPU. According to the study results,
it was observed that the developed model correctly classified approximately 94% of the fundamental
questions. This success reveals that object detection methods offer significant potential in the
digitization and processing multiple-choice questions in educational institutions. The study is an
important step in providing a more effective and efficient learning environment by pushing the
boundaries in data extraction and understanding in the field of visual information in education. The
increasing popularity of automation and artificial intelligence technologies for predicting exam
questions makes reviewing previous studies in this area important. The potential to make more
effective and accurate predictions than traditional methods direct researchers to these new
technologies. Conventional image processing techniques and object detection algorithms have
generally been used in the studies in the literature. However, these studies usually focus on limited
question types and are inadequate in dealing with different question patterns. The prominent feature
of this study is the use of the YOLOv7 object detection algorithm to predict multiple-choice test
questions. YOLOvV7 is a robust deep-learning algorithm for recognizing and classifying different
question patterns, and this study has shown that the algorithm can effectively predict test questions.
The study's contribution to the literature is creating an artificial intelligence model with the YOLOv7
algorithm to digitize multiple-choice test questions.

2. Materials and Method

This study uses the YOLOv7 object detection algorithm to identify multiple-choice printed test
questions. YOLOv7 is an advanced deep-learning model that offers high accuracy and speed in real-
time object detection tasks. In the scope of the study, a unique dataset is created to evaluate the
algorithm's effectiveness. This dataset is designed to include various features required for accurate
identification and classification of test questions.

2.1. Dataset and Data Collection

The dataset must encompass a wide range of question types and patterns to improve the model's
performance. Consequently, it includes questions from various printed test books, ensuring
comprehensive coverage. This variety will help the model recognize and classify different question
patterns effectively.

E-ISSN: 2651-5350 © 2024 67



Cetinkaya & Tekerek

Criteria for Dataset Creation: When compiling the dataset, specific criteria were established to
categorize question patterns. These include:

Question Title: The name or identifier of the question.

Question Text: The actual content of the question.

Question Answer: The correct response to the question.

Question Format: The style of the question (e.g., multiple-choice, true/false).
Question Complexity: An assessment of the difficulty level.

Labeling Methods: Question patterns can be identified through manual or automatic labeling. While
manual labeling tends to yield more precise results, it is time-consuming and labor-intensive.
Conversely, automatic labeling is quicker and easier but may lack the accuracy of manual methods. In
this study, manual labeling was prioritized to ensure the highest quality of data and minimize potential
inaccuracies.

Preprocessing Steps: Before training the model, several preprocessing steps were applied to the
dataset to ensure data quality and consistency. These steps included:
e Text Normalization: Standardizing question text by removing special characters and
converting all text to lowercase.
e Tokenization: Breaking down the question text into individual tokens (words) to facilitate
analysis.
¢ Filtering: Removing irrelevant or duplicate entries to maintain dataset integrity.
o Data Augmentation: Applying techniques such as synonym replacement or slight rephrasing
to enhance dataset diversity and robustness.

Model Utilization: The YOLOv7 model was employed for object recognition in this study. Developed
on Google Colab using deep learning frameworks such as TensorFlow or PyTorch, the model
underwent training using groups of test questions. This process enabled the model to learn how to
identify and classify various question patterns effectively.

Dataset Structure: The dataset is a vital component for the success of the proposed artificial
intelligence model. With a total of 1140 pages, the dataset was divided as follows:

Table 1. Dataset and training, validation, and test rates

Data Split Number of Pages Percentage (%)
Training 880 77%
Validation 125 11%

Test 135 12%

Total 1140 100%

Although 1,140 images were manually labeled, expanding the diversity of the dataset would be
beneficial for enhancing the model’s generalizability. To achieve this, the dataset was sourced from a
variety of educational institutions across different levels, including elementary, middle, and high
schools. This approach ensured that the dataset reflects a broader range of question types and formats.
Additionally, multiple institutions were involved in providing the data, further increasing the diversity
and variability of the dataset. By expanding the dataset with samples from different educational
contexts, we aimed to create a model that can generalize better across different environments and
exam formats.

More thorough and precise labeling of the dataset will significantly enhance the performance of the
YOLOv7 model. The dataset was meticulously collected and labeled from various printed books, with a
strong focus on accurately identifying the question models represented by each test question. This
collection and labeling process constituted the most time-consuming and challenging aspect of the
study.
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Visual Representation: Figure 1 illustrates a scanned page of multiple-choice test questions,

showcasing the raw data used in the dataset.
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Figure 1. Multiple choice test question paper used for education
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2.2.YOLO

An object detection model such as YOLO (You Only Look Once) is a robust algorithm that uses
convolutional neural networks. YOLO detects objects by analyzing an image in a single pass, making it
an ideal deep-learning model for real-time object detection. YOLO is used to recognize objects in an
image and determine their locations. Object detection involves locating and classifying objects in an
image that people can identify. The main goal of YOLO is to quickly and efficiently identify objects in an
image and determine their locations. This is a method that can be used in real-time applications. The
basic principle of YOLO is based on dividing an image into small squares and analyzing each square. To
identify objects in each square, the network tries to detect one or more objects. Thus, detecting all
objects in the image simultaneously using a single network is possible. YOLO can be used in many areas,
such as security cameras, autonomous vehicles, object recognition systems, video analysis, object
detection, and tracking.

For example, an autonomous vehicle can use YOLO to detect objects in its surroundings and classify
various objects for road safety. YOLOV7 is trained on a larger and more complex dataset than other
versions. However, more recent versions like YOLOv8 have been used in the literature due to their
improved performance and accuracy. Studies utilizing YOLOv8 for object detection and classification
are available in the literature [17]. When this project was being developed, YOLOv7 had just been
released. This single-stage object detection algorithm uses a new backbone architecture to more
accurately estimate the size and angle of objects and produce a higher confidence score. To understand
how the YOLO model works, it is necessary to consider the basic steps. First, the input image is
converted to a specific size and fed into a deep neural network called the “backbone.” This backbone
passes the image through several convolutional and pooling layers. The convolutional layers use
learned filters to extract different features of the image; these filters detect edges, corners, and patterns
in the image. In each layer, the convolution process acts as a kernel on the feature map from the
previous layer, emphasizing different features. Pooling layers are used to reduce and summarize the
feature maps after convolution. For example, max pooling selects the most prominent feature in a
particular region, preserving the essential features of that region and reducing its size. This process
helps in learning the features of the image and extracting necessary information. Then, a section called
the “detection head” receives the feature map produced by the backbone. This section uses features to
detect objects of different sizes, where tasks such as classification and estimation of bounding box
coordinates are performed. Unlike models based on region proposals, the YOLO model tries to detect
all objects at once without subjecting the image to heavy processing. This approach provides efficiency
in real-time applications.

Figure 2 shows the default architecture of the YOLOv7 model. YOLOvV7 is an optimized Convolutional
Neural Network (CNN) model for object detection. Due to the wider and longer layers of our developed
model, we cannot go into the details here. However, in summary, our model is customized for more
complex datasets and includes additional layers and optimizations that differ from the standard
structure.

Backbone FPN Feature Pyramid

it v Block |-3->{ Conv Block
| Convixa
cc || ccn2g
* i i @ m Conv Block I-—b{ Conv Block

....................................................................................

L4
Conv Block Upsample Block

YOLO loss

Figure 2. Default YOLOV7 Model Stracture
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The structure of our model is more complex and comprehensive than YOLOv7. It contains numerous
layers to process the input data. The main components of the model include various convolution layers
(Conv), activation layers (Sigmoid), multiplication operations (Mul), and concatenation operations
(Concat). In summary, the layers and structure listed below enhance our model's deep learning
capacity, enabling effective performance on larger datasets:

e Inputs: input.1
e Outputs: 688, onnx::Sigmoid_512, onnx::Sigmoid_575, onnx::Sigmoid_637

e Layers:
o 74 Conv layers
o 74 Sigmoid layers
o 74 Mul layers
o 12 MaxPool layers
o 8 Concatlayers
o 1 Resize layers

o 12 Constant layers
This structure increases the depth and complexity of our model, allowing us to achieve better results
in object detection tasks.

3. Materials and Method

This study proposes a new approach using the YOLOv7 (You Only Look Once) algorithm for digitizing
and converting hard-copy multiple-choice questions into text. YOLOv7 is an algorithm known for its
fast and accurate object detection capacity, and these features have been effectively used in detecting
components of multiple-choice exam questions. The main components of the proposed model are
dataset and labeling, model training, object detection and location determination, and conversion of
questions to XML format. The dataset consists of 1140 hard-copy multiple-choice question pages, as
shown in Figure 1. Each question page was manually labeled using the Roboflow labeling system.
During the labeling process, 16 class labels were defined, such as question stem, question number, and
question options. This meticulous labeling process is critical for the model to work accurately.

Model training was performed using the YOLOv7 algorithm. YOLOv7's deep learning capabilities and
fast processing capacity enable the model to work accurately. The YOLOv7 model is used to identify
objects (question number, question stem, options, etc.) in the images of exam questions. The model
detects the location of each class label, ensuring that the questions are transferred to the digital
environment correctly. The detected data is converted to XML format using the algorithms of the
YOLOvV7 library. This conversion allows the data to be stored and used in an editable and analyzable
format. The XML format is widely used for data extraction and analysis for educational institutions,
facilitating the digital processing of multiple-choice exam questions. This approach reduces the
digitalization of hard-copy exam questions and enables using this data in statistical and mathematical
operations. Educational institutions can conduct a more efficient and effective exam preparation by
digitizing exam questions with this model. The development stages of the proposed model are as
follows.

Stage 1: Distinction of multiple choice question patterns and tag classes

The objects detected by the model developed using the YOLOv7 algorithm are divided into two main
groups: question pattern (whole_question_box) and other classes (answer_a, answer_b, answer_c,
answer_d, question_number_box, etc.). This distinction ensures that the classification process is more
systematic and error-free. At this stage, the question pattern and other classes are placed in two arrays.
Thus, the components of each question are grouped in an orderly manner. This step increases the
success of the verification and classification processes to be carried out in later stages.

Stage 2: Control Algoritmasi

The control algorithm is used to detect whether there are any problems on the page by checking
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whether the question number is within the question pattern. If there is a problem on the page, the
questions on the page are not used, and the next page is processed. This process ensures that the
program works more stably and correctly. The algorithm first uses the question number to determine
whether the question page is problem-free. It checks whether the question number is within the
question pattern. If the question number is not within the pattern, it is assumed that there is an error
on the question page, and the page is skipped without processing. This control mechanism ensures that
the faulty pages are detected and not processed, thus increasing the program's overall performance
and ensuring its accuracy.

Stage 3: Filtering and Sorting

After the filtering algorithms are applied, the data is searched again within the question pattern and
placed in the arrays in an orderly manner. Any unauthorized intervention in the data flow may
negatively affect the book where the question cut is made. In stage 3, the data is searched within the
question pattern after completing the filtering processes. The obtained data is placed in the arrays in
an orderly manner, and necessary precautions are taken to prevent data shifts. At this stage, to correct
the errors made during labeling, the data belonging to the pure data is reduced by a few pixels, while
the question pattern is enlarged by a few pixels. This process prevents errors that may occur due to
incorrect labeling.

Stage 4: OCR and Sorting Algorithms

OCR (Optical Character Recognition) and sorting algorithms are used in the final stage. Data locations
are sent to the OCR algorithm, and the incoming locations are cut off on the page and made smaller.
Tesseract OCR and EasyOCR are used during this process. If the detection fails, different manipulation
processes are applied. After the OCR process is successful, the data is sent to the sorting algorithm. The
complicated incoming locations are corrected and sorted according to the question number. Finally,
the data is added to the temporary data structure created to hold the data of the book pages, and the
temporary page structure is reset. The process is carried out using the OCR algorithm to detect
questions containing figures and formulas. The relevant numbers are detected and added to the data
set by searching for specific words in the translated text. This process ensures that the questions on
the question pages are classified correctly.

These stages and algorithms enable the YOLOv7 model to correctly detect and classify printed multiple-
choice questions. The model's performance has reached high accuracy rates thanks to the
hyperparameters and detailed control algorithms optimized during training.

The proposed method includes the following steps:

1. Data Collection and Labeling: Test questions are collected and labeled with relevant question
patterns.

2. Model Training: The YOLOv7 model is trained using the labeled dataset, and a classification model
is developed based on different question patterns.

3. Test Question Prediction: The trained YOLOv7 classification model predicts question patterns in
new test questions.

For successful model training, the model should be trained with a correctly labeled dataset. The labeled
dataset should be as large as possible. The performance of the model can be improved using training
parameters. The training parameters determine how the model is trained. The performance of the
model should be evaluated using regular tests. The training process can be repeated if the model's
performance is unsatisfactory. The trained YOLOv7 model can be used to predict question patterns in
new test questions. This process is done by giving the model an image of a test question and allowing
it to predict question patterns. Predictions can be evaluated using a classification matrix. The
classification matrix shows how the expected question patterns match the actual question patterns. In
this way, we can manage the classification most accurately. Then, we can decide on the order and
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management of the data.
The proposed method has several advantages over traditional methods:

o Efficient: It can predict the question patterns of multiple test questions at the same time.
e Accurate: It is trained on a labeled dataset.
e Versatile: It can be used to predict the question patterns of different question types.

The proposed method can be used to improve the process of preparing and evaluating test questions.
The potential applications of this method are:

e Automatic preparation of test questions
¢ Evaluation of the quality of test questions
¢ Determination of the difficulty level of test questions

Proposed training and runtime stages are presented in Figure 3 and Figure 4.
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TRAINING STAGE
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Figure 3. Training Structure
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4. Experiments Results

This section explains the dataset used in the study, the training, validation, and testing stages, and the
experimental results. Detecting and classifying printed multiple-choice questions using the YOLOv7
model will be discussed in detail. The dataset consists of 1140 pages collected from different sources
and manually labeled, with each page containing an average of 5 or 6 test questions. Of these, 77% (880
pages) is reserved for training, 11% (125 pages) for validation, and 12% (135 pages) for testing.

The YOLOv7 model is trained on Google Colab using deep learning frameworks such as TensorFlow
and PyTorch. The training focused on improving the model’s ability to identify and classify different
question patterns. In this study, transfer learning was applied by utilizing pre-trained weights from
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earlier YOLO models. This helped to accelerate the training process and improve the model’s
performance by fine-tuning these pre-trained weights on the specific dataset. Previous YOLO models
served as references throughout the training process. Transfer learning allows the new model to learn
faster and more efficiently by using the weights learned in previous models as a starting point and fine-
tuning them on the new dataset.

In this study, the effects of transfer learning on training duration and model performance have been
thoroughly discussed. For example, transfer learning led to a faster training process and an increase in
overall accuracy. The training speed was significantly faster compared to training from scratch.
Additionally, the pre-trained model weights were optimized to better adapt to the diversity of the
dataset, helping the model generalize more effectively across different question types and formats.

The dataset is divided into three parts:

e Training Set: 880 pages (77%)

e Validation Set: 125 pages (11%)

e Testing Set: 135 pages (12%)
The breadth and diversity of the dataset are critical for enhancing the model's overall performance.
This division follows established practices in machine learning, including the Pareto rule, commonly

referenced in the literature for guiding data splits.

The hyperparameters used in the training of the YOLOv7 model were carefully selected to optimize its
performance, summarized in Table 2.

Table 2. Hyperparameters of the proposed model

Hyperparameters Value
Learning Rate 0.001
Batch Size 16
Epoch 250
Optimizer Adam

These hyperparameters are designed to ensure the model achieves high accuracy rates across training,
validation, and testing sections. Regular performance monitoring during training allowed for timely
adjustments to these hyperparameters. For instance, if the learning rate was found to be too high,
leading to instability in loss reduction, it was subsequently lowered. Similarly, the batch size was
adjusted to balance training efficiency and convergence speed. Data augmentation techniques, such as
random cropping, rotation, and scaling, were also employed to enhance the dataset and improve the
model's robustness. The optimization of these hyperparameters involved a systematic approach,
initially testing a range of values through grid search and random search methods to evaluate model
performance across various combinations.

The OCR technologies (Tesseract OCR, EasyOCR etc.) and data augmentation techniques used in the
model's development process ensure that the model gives successful results on different data sets.
During the training process, the model's performance was regularly evaluated on the validation set,
and the development of the model was monitored. Below are some critical performance metrics and
losses recorded during the training process

Table 3. Training Performance Metrics Over Epochs

Epoch Accuaracy(%) Loss( %)
Training Validation Training Validation

1 72 70 0.45 0.47
50 85 83 0.30 0.32
100 90 88 0.20 0.25
150 92 90 0.15 0.22
200 93 92 0.10 0.18
250 94 93 0.05 0.15
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In Figure 5, the loss of training encountered by the proposed model in the training and validation
stages. As the training losses decreased, the validation losses also decreased, and the model's
generalization ability increased. The decrease in the Box Loss, Objectness Loss, and Classification Loss
values shows that the model's performance increased and the errors decreased.

Figure 5. Training and Validation Loss Plot
The model's performance was evaluated using various metrics at the end of the training process. The
model's accuracy, precision, recall rate, and F1 score on the training and validation sets are

summarized in Table 4 below.

Table 4. Model Performance Metrics

Hyperparameters Value Validation Set (%)
Accuaracy 94 93
Precision 96 95
Recall 92 91
F1-Score 94 93

The losses and performance metrics monitored throughout the training process show that the model's
overall performance is high and gives successful results on the validation set. The model's performance
was evaluated using accuracy, precision, recall, and F1 score metrics. The tables below show the
model's performance in the training, validation, and testing stages.

Table 5. Performance Metrics of the YOLOv7 Model

Metric Training (%) Validation (%) Test (%)
Accuaracy 94 94 93
Precision 96 96 95
Recall 92 92 91
F1-Score 94 94 93

The model's accuracy was 94%, precision was 96%, recall was 92% and F1 score was 94%. These
results show that the model exhibited high performance and could classify the test questions correctly.
The confusion matrix was used to evaluate the model's classification performance in more detail. The
confusion matrix shows the relationship between the predicted and actual values of the model. This
matrix shows the model's true positive, true negative, false positive, and false negative classifications.
The matrix is used to analyze in which cases the model was successful and in which cases it made
mistakes.

The confusion matrix given in Figure 6 shows the model's prediction performance for each class in
detail. The diagonal cells in the graph represent the classes that the model predicted correctly, and the
high values indicate that the model's classification success is high. For example, the correct prediction

E-ISSN: 2651-5350 © 2024 77



Cetinkaya & Tekerek

noun nn

rates for "answer_a," "answer_b," "answer_c," and other answer options are pretty high, which shows
that the model recognized these classes correctly. The cells “background FN” and “background FP” in
the graph show the false positive and false negative predictions made by the model for background
objects. The low values of these values indicate that the model’s errors regarding background objects
are minimal. Overall, the confusion matrix plot shows that the model achieves high accuracy rates
across classes and that errors are minimal. These results confirm that the model can effectively
recognize and classify different components of multiple-choice questions.
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Figure 6. Confusion Matrix

The confusion matrix graph in Figure 6 shows the model’s prediction performance for each class in
detail. The diagonal cells in the graph represent the classes that the model predicted correctly, and high
values in these cells indicate that the model’s classification success is high. For example, the correct
prediction rates for “answer_a”, “answer_b”, “answer_c” and other answer options are quite high,
indicating that the model correctly recognized these classes. The “background FN” and “background
FP” cells in the graph show the model’s false negative and false positive predictions for background
objects. The low values indicate that the model’s errors regarding background objects are minimal.

The confusion matrix shows that the proposed model achieves high accuracy rates across various
classes and minimal errors. These results confirm that the model can effectively recognize and classify
different components of multiple-choice questions. The losses encountered by the model during the
training and validation stages are summarized in Table 6 below.

Table 6. Training and Validation Loss

Loss Type Training Loss Validation Loss
Accuaracy 94 93
Precision 96 95
Recall 92 91
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Figure 7 shows the performance of the model in correctly delimiting objects (Box Loss), correctly
predicting the existence of objects (Objectness Loss), and correctly classifying objects (Classification
Loss). The differences between the training and validation losses are used to evaluate the model's
generalization ability and the training process's effectiveness. Performance metrics, including
accuracy, precision, and recall rates support the experimental results of the model. The graphs below
summarize how the model performed during the training process and the results.

Box Objectness Classification Precision Recall
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Figure 7. Model Performance

The accuracy rate of the proposed model is 94%, the precision rate is 96%, and the completeness rate
is over 92%. The losses and performance metrics of the model during the training and validation
processes are shown in Figure 1 and Figure 4. These graphs reveal how the accuracy and losses of the
model change throughout the training process. Figure 1 and Figure 4 show how the model's training
and validation losses (loss) decrease over time. Box Loss, Objectness Loss, and Classification Loss
graphs reveal that the accuracy and performance of the model increase continuously throughout the
training process, and the losses decrease. Val Box, Objectness, and Val Classification graphs show that
the losses in the validation phase decrease similarly, and the generalization ability of the model
increases. It is shown that the YOLOv7-based deep learning model can correctly classify the test data
and generalize what it learns from the training data to the test data.

The precision rate of the model could be slightly higher, which may indicate that the model falsely
rejects true positives in some cases. This can be improved by training the model with more data or
adjusting the model parameters. Figure 5 shows how the model performed on an actual test question.
In this figure, it can be seen that the model correctly identified the different components of the multiple-
choice questions. Each question and answer box was correctly identified and marked. The model could
accurately identify the question stem, the options, and the correct answer. Figure 8 gives an example
of detecting and marking parts of questions in a test book using the proposed model.
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Figure 8. Test Question Output Sample

This study demonstrates the applicability and accuracy of the model in real-world scenarios. The model
successfully recognizes and classifies various question types and formats, proving to be an effective
tool for use in educational environments.

5. Experiments Results

This study evaluates the effectiveness of the YOLOv7 object detection algorithm in digitizing printed
multiple-choice exam questions. It was observed that the model achieved high accuracy rates and
successfully performed the classification thanks to the hyperparameters optimized in the training and
validation processes. The model's performance was verified by testing on various datasets and was
proven to work with high precision. One of the essential contributions of this study to the literature is
that it significantly reduces the labor force in digitizing printed exam questions. While digitizing a book
with traditional methods can take hours, the developed model reduces this time by 95%. This speed
and accuracy provide an excellent advantage for educational institutions. The developed model is
currently actively used in the sector, and academic institutions accelerate and make exam preparation
and evaluation processes more efficient thanks to this system. The system's success is not limited to
saving time and labor but also increases the accuracy and reliability of the exam processes. However,
further development of this system is needed, particularly in terms of expanding its application to other
types of test questions and materials. One key area for improvement is increasing the dataset by
incorporating more labeled resources, which will enable the model to better generalize across different
types of exam formats and question structures. As more data is labeled and integrated, the model's
performance can be enhanced to handle even more complex or varied question formats. In addition,
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the performance and scope of the system can be expanded by integrating with other object detection
and optical character recognition (OCR) technologies. Future research should focus on these
enhancements to improve the model’s accuracy and applicability, ensuring it can address a wider range
of exam formats and materials. In conclusion, this study shows that the YOLOv7 object detection
algorithm has great potential in the education sector and can significantly contribute to digitizing
printed exam questions. Using such innovative technologies for educational institutions increases
efficiency and improves the quality of education.

Additionally, this system is actively employed in educational platforms, significantly reducing the
workload that used to require teams of 30-35 individuals. What previously demanded manual labor is
now efficiently handled by the program, which automatically categorizes and labels exam questions
according to their respective classes. This automated process not only increases operational efficiency
but also enhances the overall accuracy and speed of exam preparation and grading.
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